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Agenda
Session I: Introduction and overview of 
new capabilities

1. Overview of AI Explainability and AIX360

2. Explainability for Industry 4.0 and the need for new 
explainers.

3. New features in AIX360 toolkit.
a. New explainers for time-series modality.
b. New explainers for tabular modality

4. API structure in AIX360 and modular installation for 
targeted explainers

Session II: Hands on applications 
using explainers from AIX360

1. Demo 1: Explain models for Engine fault detection 
using TS-Saliency, TSLIME.

2. Demo 2: Explain Energy load forecasting models 
using TSICE explainer.

3. Demo 3: Explain Concrete strength prediction 
model using NNContrastive, GroupedCE 
explainers.

4. Conclusion, Questions and Answers



Overview of AI Explainability 
and AIX360
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WHAT DOES IT TAKE TO TRUST AI DECISIONS? (BEYOND ACCURACY)

AI is now used in many high-stakes decision making applications

Credit Employment Admission HealthcareSentencing

Is it fair? Is it easy to 
understand?

Did anyone 
tamper with it?

Is it 
accountable? 
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THE QUEST FOR “EXPLAINABLE AI”
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Understand
(model, inference, 

solution)

Assess impact of 
change 

(what-if analysis)

Suggest 
reasonable/action
able  alternatives

On what factors does my 
model base its predictions on

What is the prediction impact 
of changing some of the 
factors in my current instance

What should change in current 
instance state to change the 
model prediction (favorably)

Credits: xkcd

How do you describe the prediction strategy 
of a complex AI model to a human?

PURPOSE OF EXPLAINABILITY

KDD 2023
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O N E  E X P LA N A T I O N  D O E S  N O T  FI T  A LL

Different stakeholders require explanations for different purposes and with 
different objectives, and explanations will have to be tailored to their needs.

End users/customers (trust)

Doctors: Why did you recommend this treatment?

Customers: Why was my loan denied?   

Teachers: Why was my teaching evaluated in this way?

Gov’t/regulators (compliance, safety)

Prove to me that you didn't discriminate.

Developers (quality, “debuggability”)

Is our system performing well?   

How can we improve it?
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a) 9 algorithms to explain 
 i) data, models
 ii) at local, global levels
 iii) for tabular, image, text
b)  Interactive experience at 
aix360.mybluemix.net
c) 13 tutorial notebooks (finance, 
healthcare, lifestyle,…)

Additions 
9 additional methods covering
a) directly interpretable
b) directly interpretable to compare 
models
c)  local posthoc
d) time series modality
(many more in IBM internal)

Sept. 2019

AI EXPLAINABILITY 360 (AIX360) 
H T T P S : / / G I T H U B . C O M / T R U S T E D - A I / A I X 3 6 0

Aug. 2023 (~1500 stars, 
donated to                         )

KDD 2023
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data model

samples features local global

direct

Understand data or model?

Explanations as samples, 
distributions or features?

tabular
image

text

ProtoDash

Case-based 
reasoning

DIP-VAE

Learning 
meaningful 

features

Explanations for individual samples (local) or 
overall behavior (global)?

BRCG, GLRM, Ripper

posthoc

A surrogate model or 
visualize behavior?

surrogate

ProfWeight

Learning accurate 
interpretable model

Explanations based on 
samples or features?

ProtoDash, ECEM

Case-based 
reasoning

CEM or CEM-MAF

Feature based 
explanations

TED, OCOT

Persona-specific 
explanations

featuressamples

A directly interpretable model or 
posthoc explanations?

posthoc
self-
explaining

A directly interpretable model or 
posthoc explanations?

LIME, SHAP, GCE

TS-SM, TS-LIME, TS-ICE

time 
series

CoFrNets, IMD

New additions are bolded
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LI S T  O F A LG O R I T H M S
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Explainability for Industry 4.0 and the 
need for new explainers.

KDD 2023



KDD 2023

Predictive Analytics for Preventive Maintenance 

Usecase 1 (Pumps): Different kinds of pumps are used widely in various 
applications. Failure of pump means unexpected downtime in the 
operation. By monitoring operational parameters such as velocity, 
current (amperage), pressure, flowrate, the vibration patterns of the 
motor, and the temperature profile of the motor, the reliability engineer 
can detect the operational conditions, and predict an early failures of 
motor involving bearing failure and misalignment.

Usecase 2 (Turbines): Components in power turbines could fail for 
different reasons. By monitoring the active power, turbine speed, 
temperatures of the coolant at entry and exit points, and flow rate, the 
RE can identify potential problems with the bearing pads, and possible 
downstream issues such as leaks

Early detection and 
prevention of events that

o Cause unexpected 
downtime

o Cause deterioration in 
quality of the final 
product

o Result in suboptimal 
performance of the 
asset, consuming more 
resources / energy, 
impact environment

Preventive Maintenance
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Explainability in Preventive Maintenance

What is the impact of velocity, current 
(amperage), pressure, flowrate, the 

vibration patterns on the failure 
predictions

Feature Importance

Explore the impact of different factors 
on the predictions: feature 

exploration techniques such as 
individual conditional plots

Feature Exploration

How can we potentially avoid a failure: 
suggest alterations to the current 

state to prevent failures using 
counterfactual explanations

Suggest an actionable 
recourse
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Need for New Capabilities
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Support for time-series modality:
Ø Often industrial datasets are time-series

Ø For example, pump dataset contains readings such as velocity etc. over time from sensors

Ø Time-series is high-dimensional and long-term correlations. 

Support for Model-Agnostic Explainers:
Ø Industry scale model deployments are based on large scale pipelines where the best estimator 

is typically unknown

Ø MLaaS models are typically hidden for proprietary and privacy reasons

Ø Support for a wider-range of modeling libraries such as PyTorch, TensorFlow, SPSS etc. is 
highly desirable.
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New features in AIX360
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ü Explainability tools for time-series modality
o TS-ICE
o TS-Saliency
o TS-LIME

ü Explainability tools for tabular-modality
o NNContrastive
o GroupedCE



TS-ICE: Individual Conditional Expectation Plots for Time Series
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o an adaptation of ICE algorithm for time series data.
o supports application of different time series 

perturbation techniques to construct in-distribution 
time series samples

o and uses  these time series samples to capture the 
correlation of derived feature variations with model 
response. 

o captures how the model response varies for a given instance when a particular feature is changed. 
o ICE analysis assumes features are independent and simulates new data point by varying one feature at a 

time keeping other features fixed.
o ICE provides more accurate picture to non-linear model response.

Individual Conditional Expectation (ICE) - Goldstein et al. 2014

ICE for Time Series (TS-ICE)
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The Approach

Generates in-distribution samples using a 
perturbation mechanism. We currently 
support the following:

1. Frequency based perturbation

2. Blockbootstrap

3. Moving Average perturbation

On each of these samples, TS-ICE constructs a standard, interpretable, and extensible, 
set of derived features (attributes), viz. mean, local variation, trends etc.,  as well as 
model forecasts.

TS-ICE trains a linear model to capture model forecast in terms of the above 
interpretable derived properties. This enables more interpretable understanding of the 
model response.

TS-ICE also analyses impact of perturbations on the predictions on a temporal 
resolution.  This helps the end user to identify potential intervention point, and policy for 
model driven control.
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TS-ICE: Sample Explanations
Univariate forecaster for hourly energy demand generation. Demonstrate the nature of explanation produced by tsICE
algorithm

Temporal 
Scope Model 

response 
variation

Standard 
Deviation 

Negatively 
impact forecast.

Increased 
linear trend 
Positively 
impact 
forecast.
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TS-LIME
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o Local feature importance method
o Approximate local decision boundary by simple 

linear models.
o Local approximate model is trained on a 

neighborhood based on predefined binary 
interpretable features.

LIME (Local, Interpretable, Model-Agnostic 
Explanations) - Ribeiro et al. 2016

Ribeiro et al. 2016

Ø Defining appropriate neighborhood is important 
for the quality of explanations.

Ø For time-series modality, vanilla LIME does not 
work well 



TS-LIME
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o TS-LIME uses time series perturbation to generate multiple time series samples. These 
samples are used to generate simulated data for local linear model training.

o TS-LIME allow user to specify a temporal window and explains the model output with a linear 
model. That describes the local response of the model in terms of few observation instance 
only 

o Linear coefficients of the local model is the explanation generated by TS-LIME algorithm.

LIME for Time Series (TS-LIME)



Time Series Saliency Explainer
Computing Temporal Feature Sensitivity

q Temporal impact of variates on the model predictions
q Integrated gradient based approach that computes saliency/sensitivity.
q Supports univariate and multi-variate scenarios

Instant effect of discount 
on product sales.

Highest negative impact on the model prediction

Highest positive impact on the model prediction

Regions of no impact on the model 
prediction

KDD 2023KDD 2023



TS-Saliency
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o We use Integrated Gradient as a saliency 
measure.

o It measures the impact of change in temporal 
feature values impacts model estimations.

o Integrated gradient assumes a base line 
definition, which is often the average feature 
values for tabular data, blank image for an image 
data. 

o Integrated gradient uses a continuous feature 
path from the base value to current instance 
value and integrates the gradients over the path. 
These axiomatically provides each feature 
contribution to the model estimation from the 
base line.

𝐼𝐺!(𝑥) = 𝑥 − 𝑥" (
#$%

𝜕𝐹 𝑥" + 𝛼 𝑥 − 𝑥"

𝑑𝑥!
𝑑𝛼

Time Series DataBase Signal

Sample-1 Sample-2 Sample-N

Gradient-1 Gradient-2 Gradient-2

…

…

∫ = Saliency



TS-Saliency
Base Definition
• In image context the definition of base in uniquely defined as a 

null image, i.e., image containing all zero values at all pixels.
• For tabular data, data mean is used as base value.
• We use constant signal with mean strength is used as base 

signal.

• It must be noted this strategy make the base value data 
dependent. For a consistent explanation user must provide a 
choice proper base value while generating the explanation.

• Setting baseline as the query signal produces saliency same to 
model sensitivity.

Gradient Estimation

• For model agnostic implementation, we use unit sphere 
sampling based gradient estimation.

𝑑𝐹 𝑥
𝑑𝑥

≈%
!

𝐹 𝑥! − 𝐹 𝑥
𝑥! − 𝑥

; ∀ 𝑥! − 𝑥 = 1

• User also has the option of providing a gradient function

1. 𝑋 = 𝑋!, 𝑋", … 𝑋# //INPUT

2. %𝑋 = !
#∑$%!

# 𝑋$
3. 𝑋&'() = ( %𝑋, %𝑋,… %𝑋) //BASE 
VALUE

4.
5. 𝑆 = 0
6.

7.for 𝛼 ∈ 0, !
*
, "
*
, … 1 :

8. 𝑋('+,-) = 𝑺𝒂𝒎𝒑𝒍𝒆𝑷𝒂𝒕ℎ(𝑋, 𝑋&'(), 𝛼)
//Trajectory Sampling

9. 𝑔 = ComputeGradient(Model, 𝑋('+,-))   
//Gradient

10. 𝑆 = 𝑆 + 𝑔 ∗ !
*

//Integration

11. S = 𝑆 ∗ 𝑋 − 𝑋&'()
12.REPORT 

.
. "

Pseudo code
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NNContrastive Explainer
Exemplar Based Contrastive Explanations
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Counterfactuals/Contrastive Explanations using Pertinent 
Negatives (PNs)

Ø What is the smallest change to the current input needed to flip 
the predicted label.

Key Issues:
Ø Missing examples: Existing counterfactual explainers do not 

always converge to a reasonable example.
Ø Meaningless examples: Further, we have found that generated 

PNs are often meaningless in the business context. 

New approach:
Ø Exemplar Guided Approach: Use training examples to guide the 

counterfactual search.
Ø Especially useful when you have access to the training data

KDD 2023
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The Approach

Nearest Neighbor Contrastive explanation method is an exemplar based contrastive 
explanation method which provides feasible or realizable contrastive instances.

For a given model, exemplar/representative dataset, and query point, it computes the 
closest point, within the representative dataset, that has a different prediction compared 
to the query point (with respect to the model).

The closeness is defined using an AutoEncoder and ensures a robust and faithful 
neighborhood even in case of high-dimensional feature space or noisy datasets.

This explanation method can also be used in the model-free case, where the model 
predictions are replaced by (user provided) ground truth.
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Exemplar Guided Approach

Class 1

Class 2

Query 

Goal: Find a pertinent 
negative, i.e., a point that is 
closest to query but of a 
different label

Class 1

Class 2

Query 

Step I: Find a point in the 
training dataset that is 
closest to query but of a 
different label

Class 1

Class 2

Query 

Step II: Using the query as 
base value, we find a 
Pertinent positive (not 
necessarily in the training 
set), i.e., closest point to 
query but of different label.

Step I Step II
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Grouped Conditional Expectation (GroupedCE)

KDD 2023

Algorithmic Description

• If no list of features is provided the top K 
important features are obtained with a global 
explainer 

• For each pair of features a mesh-grid with 
feasible values is generated.

• The instance to explain is perturbed by replacing 
the pair of features values with those in the 
mesh-grid.

• The model prediction function is evaluated on 
each perturbation and stored.

• The output can be interpreted as a 3D ICE plot.

GroupedCE is a local, model-agnostic explainer 
that generates grouped Conditional Expectation 
(CE) plots for a given instance and a set of 
features.

GroupedCE extends Individual Conditional 
Expectation (ICE) to a group of variables, by 
exploring the impact of varying pairs of input 
features jointly on the model prediction.

ICE plots show how the output of a model changes 
when the input features vary in a range of values.

The set of features can be either a subset of the 
input covariates defined by the user or the top K 
features based on the importance provided by a 
global explainer (e.g., SHAP).
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Grouped Conditional Expectation (GroupedCE)

Example: UCI Cement Dataset

Ø Explain a GradientBoostRegression model that
predicts the concrete compressive strength  (MPa).

Ø The Explainer produces 6 3D-ICE plots containing 
the model prediction for the Top 4 important features.

Ø We observe that the instance to be explained (red x) 
has a compressive strength of ~25MPa

Ø According to the regression model if the Cement and/or 
Blast Furnace Slag in the mixture volume was higher 
the compressive strength would improve. 

Ø The model also captures a dependency with Age. 

Ø The model captures a correlation between between 
Water and Cement in mixture.

Instance to 
explain

We consider 4 features, 
(total of 6 pairs)
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API structure in AIX360 and modular installation 
for targeted explainers
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Time Series Utilities

https://github.com/Trusted-
AI/AIX360/tree/master/aix360/algorithms

https://github.com/Trusted-
AI/AIX360/tree/master/examples

Where is everything?

Perturbation 
Techniques

Feature 
Extraction 

Techniques

New Capabilities in AIX360
Example 
Notebooks for the 
new explainers
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API Structures for Time Series Explainers

AIX360 – Tabular/Image Base Class AIX360 – Time-Series Base Class 
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Special Utilities for Inputs/Models

Utility Class for Data

Example Wrapper for Tensor based Time-
Series Models
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Modular installation of targeted explainers

Example: To install NNContrastive and TS-Saliency explainer -- 

pip  install aix360 [nncontrastive, tssaliency]
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Demonstrations 
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Link to instructions
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